[image: https://lh4.googleusercontent.com/foT3lC7ur9itcclKsH0uxLoo5dfXvczj5x9EZVwe4EAsdy5i-3-vpVm6OUZvEXsFyEj44Igsa8Z6kyFWA2zZSghgrEg2Q3iYZyirw2PvxECFap3I1kyp8t7zUD0vjJ-R-fUqtvO7]
Effective Assessment Data Management 
EQ #24 – Use Case




Table of Contents
Introduction	1
EADM Project	1
Purpose of Document	2
The Essential Question	2
Defining the Question	2
Describing the Use Case	2
Dissecting the Data	3
Test Variability	6
Test Results Granularity	6
Test Score Type	7
Test Administration	7
EADM EQ 24 Student Sample Population	9
Analytics	10
Rationale	10
Analysis Process	10
Formulas	11
Reporting Limitations	12
Final Notes	12
Reference Documents	13

[image: https://lh4.googleusercontent.com/foT3lC7ur9itcclKsH0uxLoo5dfXvczj5x9EZVwe4EAsdy5i-3-vpVm6OUZvEXsFyEj44Igsa8Z6kyFWA2zZSghgrEg2Q3iYZyirw2PvxECFap3I1kyp8t7zUD0vjJ-R-fUqtvO7]Effective Assessment Data Management 
EQ 24 – Analytics Guide

[bookmark: _Toc517157445]

Page |   



Page | i 

[bookmark: _Toc530044233]Introduction
[bookmark: _Toc530044234]EADM Project
Funded by the Michael and Susan Dell Foundation, the Data Governance Collaborative (DGC) activities led to examining district maturity around assessment strategy and data governance.  The June 2017 DGC Summit among educators and vendors confirmed the beliefs put forth in the planning grant.  These beliefs were:
· Progressive organizations leverage governance structures and clear processes to enable their analytic capabilities to inform core mission and improve performance outcomes.  
· In most school districts across the nation, there is an overwhelming array of assessment data available. In many cases, there is not a clear theory of action and assessment framework to explain when, how, or in which combination each assessment type or vendor product should be used to best drive appropriate instructional decisions.
· Helping districts to articulate a strong assessment theory of action and framework across the hierarchy of district-school-classroom represents an excellent opportunity to apply the complementary concepts of data governance and information architecture. 
· Measuring, analyzing, and reporting student learning across a variety of assessments in order to determine strategies, policies, and needed resources that deliver the right experiences to help students learn is not an easy task. 
· Disparate terms, processes, roles, responsibilities, and capacity within and among K-12 institutions and vendors hinder progress toward the realization of data-driven education.  

The EADM project offered a systemic approach to strengthen the ability of pilot districts to make effective, tactical decisions based on the use of assessment data.  Additionally, the curriculum, assessment, and data representatives from the initial pilot districts and NEFEC created a community of assessment data owners, the EADM Design Team, to share practices and solutions to data problems, as well as offer constructive feedback to the Ed-Fi Alliance on the suitability of the Ed-Fi data model and the practicability of the Ed-Fi platform. The EADM Design Teams worked to:  
· Develop strategies and mechanisms for reporting across assessment types,
· Catalog accessibility of the data results from vendors,
· Determine levels of results reported for key assessments,
· Examine and identify assessment reporting levels and evidence/score type for key assessments, 
· Develop a sample listing of decisions by assessment types for and with combinations of key assessments, 
· Isolate the data elements, results types, and assessment types recommend data to be reported, 
· Establish a process and protocol for creating a visual with perspectives from stakeholders, and 
· Create a set of 5-6 prototype reports to “answer” essential questions using key assessments. 

[bookmark: _Toc530044235]Purpose of Document
This document attempts to capture the collective work and wisdom of the EADM Design Team in developing a Use Case and Visual for an Essential Assessment Question and guiding the deployment of the Ed-Fi data model.   This Assessment Analytics Guide is designed to be of value to central services level assessment, data, research, and/or technology leads who are planning to develop or to sustain a set of standard visual or reports using an Ed-Fi data model and ODS. 
[bookmark: _Toc530044236]The Essential Question 
[bookmark: _Toc530044237]Defining the Question
Essential Questions 24 - Is the student or group of students improving over time?
When answering questions about improving student learning, no single assessment result depicts the state of a student’s knowledge and skill in all situations or for all intended uses. There is no perfect assessment system. However, one that incorporates multiple measures, provides opportunities for relevant feedback, and is credible will provide relevant information to drive decisions (Gong, 2011, NWEA, 2014). Several reasons exist for using a variety of assessments:
· Each assessment has strengths and weaknesses.
· Each assessment provides different types of evidence.
· Taking advantage of more than one or two assessment methods increases the likelihood of fully understanding the range of student knowledge and skills.
· Some students will perform better on one type of assessment than another (NWEA, 2014; ETS).

Therefore the EQ 24 Use Case focused on a cross-assessment analysis of scores to provide teachers with preliminary guidance about grouping students for instruction.  As with all student-level data, educators should view this information based on the context and their knowledge of the student.   
[bookmark: _Toc530044238]Describing the Use Case 
A use case describes a real-world example of how people or organizations interact with a process, situation or system. The basic strategy is to identify a path through a use case, or through a portion of a use case, and then write the scenario as an instance of that path. The use case for EQ 24 is:
An 8th-grade mathematics teacher, Sebastián Diego, wishes to tailor lessons regarding the mathematics concepts of a ratio and use of ratio language to describe a ratio relationship between two (2) quantities (CCSS) for the 160 students in his five (5) classes. Also, Mr. Diego wishes to determine which students are improving and which students require remediation.  By using the district's online cross-assessment analysis report, Mr. Diego retrieves the scores and performance levels of his students based on results from the most recent Florida State Assessment (FSA), district interim assessments (STAR Math),  and school formative assessments (iXL). Because the student assessments are mapped to standards and sub-standards with competency levels delineated over time, Mr. Diego is able to identify quickly an appropriate lesson level and activities for the variety of students including five ELL students, four students with learning disabilities, and one gifted child. Matched with differentiated materials and lessons, each student is more engaged because the learning occurs at the proximal level of development. 
[bookmark: _Toc530044239]Dissecting the Data  
The process for dissecting the data requirements for the EQ 24 and the use case involved identifying factors regarding two key matters. The first was to delineate specific terms and definitions within the actual question and use case.  The second challenge was to outline the data reporting requirements for: 
· Reporting Filters (demographics, schools, grades)
· Display Considerations (summary, group, and individual report)
· Data Consumer (usage, processed results in text, table, visual) 
· Security and Privacy (access levels, PII) 
· Data sources (vendor, system source) 
· Lifecycle Management (curation, quality check, pre-analytic processing) 
· Data Transformation (data conversion, analytics)
· Dependencies (data access assumptions)
Table 1 lists the above factors considered, an example encountered in the process, implications for the work and the decision made with regard to the report implementation. 
Table 1: EQ 24 Use Case - Data Considerations  
	Factors
	Examples
	Implications
	Decisions

	Key Terms
	Improving
	· Required normalizing scores and a calculation across assessments 
	Weighted change score among assessment administration with ½ standard deviation cut point for groupings

	
	Over Time 
	· Over more than one year or within one year
	Assessment administered between May 2017 – February 2018

	
	Students 
	· Identify student groups and descriptors 
	Mapped to state and district student information system

	
	Skill or Knowledge Area
	· Content, Domain, Standard, Skill 
	Math Domains 

	Filters
	Student – demographics, programs, and designations 
	· Determine which elements will be shared (e.g. FRL)
	Mapped to state and district student information system 

	
	School – Grade Levels
	· Various District Grade Level Descriptors - K-2, K-5, K-8, etc.
	Middle-level grades (6, 7, 8) 

	
	Content areas 
	· The number and type of content areas to be included in the report
	Math – Ratios and Proportions 

	
	Assessments 
	· Determine maximum and minimum number of assessments 
· Determine type of assessment for reporting 
	· FSA - summative 
· STAR Math - interim 
· iXL Math – formative 

	Display Considerations
	Number and general content of reports 
	· Clarification regarding which filters used  for each report 
· Scores reported 
· Granularity of data reported 
	· Summary report for all students
· Group report by improved status 
· Individual report for each student

	Data Consumer
	End user views and types of visuals 
	· Use case focuses on classroom-grouping based on cross-assessment results 
· Combination of tables, bar graphs, and pie chart 
	· Teacher-level decisions and focus 
· Report % in groups (improved, not improved, stable, missing)

	Security & Privacy
	District versus principal versus teacher access to the visuals and reports 
	· Access and log-in decisions 
· Security for PII 
	Views for end users  roles

	Data Sources
	District, vendor and/or Source System or File 
	· Files are configured differently based on source
· Files do not contain all data
· Some files do not have meta-data or keys
	· FSA – Skyward
· STAR Math – District File and Vendor File
· iXL Math – Vendor File 

	Lifecycle Management
	Isolate data patterns and anomalies – missing data, score types
	· Determine what to do with missing data
· Determine and compare score types 
· Examine population samples to determine normative scores 
· Calculate a common score that may be used to compare across assessments 

	· Omit missing scores form calculations
· Report students with missing scores as a group
· Scale Score (SS) common for two assessments 
· SS used to calculate Percentile Rank (PR)
· Report PR, performance levels, and percent correct 
· iXL score is a pre-calculated SMART Score - published by iXL

	Data Transformation
	Conversion of varied score types to a single percentile rank on a normal distribution 
	· Convert Scale Score to Percentile Rank based on a district grade-level sample 
· Determine administration and/or testing event based on data reported  
	· iXL not used in “improved” calculation because it doesn’t have a summary assessment score 

	Dependencies
	Availability of assessments results at the domain, standard, and skill level
	· Different assessment vendors provide different level of granularity; a mapping may need to occur 
	· FSA, STAR, and iXL were mapped by domain standard and skill by the vendor prior to this work





[bookmark: _Toc530044240]Test Variability 
The FSA, STAR Math (Renaissance Learning) and iXL Math (iXL) were designed to measure similar knowledge, skills, and/or abilities in the area of math.  The assessment blueprints and cognitive demands were not analyzed and may not be comparable. Using assessments with similar item types, test specifications, and cognitive demands would increase the credibility and accuracy of this report. Initial work for cross-assessment analysis and reporting is to:
· Delineate and map the assessed and reported domains, standards, and skills for each test.
· Ensure the domains reflect similar key clusters or constructs. 
· Determine the consistency or lack of consistency of the test results granularity being reported.
· Compare the cognitive rigor of each and within assessment. 

[bookmark: _Toc530044241]Test Results Granularity   
Often assessment results are reported at different granularities.  As noted in the Florida Department of Education documentation, FSA data provides information at the content, grade, and domain levels.  However, STAR Math reports at the content, grade, domain, and standard levels. Formative assessments such as iXL report at a content, grade, and skill level, which may or may not map directly to the specific state domain level. Below is an example (Table 2) of this variability across the math assessment results data addressed in the EQ 24 report. 
Table 2: Variability in Results Granularity 
	Test
	Content
	Grade
	Domain
	Standard
	 Skill

	FSA
	Math
	Grade 7
	Expressions and Equations
	
	

	STAR Math
	Math
	Grade 8
	Expressions and Equations
	MAFS.8.EE.1.1  - Know and apply the properties of integer exponents to generate equivalent numerical expressions. 
	

	iXL
	Math
	Grade 8
	
	
	F.1 Understanding exponents
F.2 Evaluate exponents
F.4 Exponents with negative bases
F.5 Exponents with decimal and fractional bases
F.6 Understanding negative exponents
F.7 Evaluate negative exponents
F.8 Multiplication with exponents
F.9 Division with exponents
F.10 Multiplication and division with exponents
F.11 Power rule
F.12 Evaluate expressions using properties of exponents
F.13 Identify equivalent expressions involving exponents
F.18 Solve equations with variable exponents



[bookmark: _Toc530044242]Test Score Type 
In addition to variability in the assessment result granularity, there may be variability in the type of scores reported. Test score types may vary among assessments. When examining the FSA, STAR Math, and iXL, the following were noted:  
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ii) Raw Score
iii) Norm Curve Equivalent 
iv) Percent Correct 
v) Scale Score 
vi) Percentile Rank
vii) Percent Attempted 
viii) Smart Score (proprietary iXL)
ix) Skills in Practice
x) Performance Level 

[bookmark: _Toc530044243]Test Administration
Another area of variability, which may have an impact on the results is the method of assessment administration.  iXL is not administered as a testing event so there is no specific date associated with the resulting scores. Students answer questions on the adaptive assessment at their own pace, which means no overall assessment total score and thus limited ability to compare across a class of students. An artificial timeframe was created to capture the test results, which aligned loosely with the STAR Math assessments administration.  Also, the student population to determine scale scores, percentile ranks, and/or norm curved equivalent may be different.  STAR Math used a national population sample while FSA was determined with a state-wide student population.  In order to normalize the information, a local grade-level distribution was calculated.  Table 3 provides samples of the various types of test variability encountered when examining the data from the vendor files, the district files, and source systems. 


Table 3: Test Variability Summary 
	Element 
	FSA
	STAR Math
	iXL Math 

	Content Assessed
	Grade 7 Math 
	Grade 8 Math
	Grade 8 Math

	Constructs  Assessed
	· Ratio and Proportional Relationships
· Expressions and Equations
· Geometry
· Statistics and Probability
· The Number System
	· Ratio and Proportional Relationships
· Expressions and Equations
· Geometry
· Statistics and Probability
· The Number System
	Example
· Number Theory
· Integers
· Operations with Integers 
· Proportional Relationships
· Percents    

	Results Reporting Granularity
	Domain Level Only
	Standards and Domain Level
	Standards and Skill Level  

	Cognitive Complexity  
	Rations and Proportional Relatiosnhisp – Level 2 (FSA) 
	Mulitple Levels 
	Adaptive Assessment - Mulitple Levels

	Test Score Type 
	· Scale Score
· Performance Level
· Raw Score
· Percent Correct
	· Scale Score
· Raw Score
· Percent Correct
· Nationally Determined Performance Level
· Locally Detemriend Performance Level
· Grade Equivalent
· Percentile Rank
· Norm Curved Equivalent
	· Questions Answered
· Time Spent 
· Items Correct 
· Skills in Practice
· Made Progress on Skills
· Smart  Score – based on questions answered correctly and incorrectly, question difficulty, recent answers, and consistency

	Test Administration
	Single Annual Event
	Mulitpe Events Throughout the Year – Fall, Winter, Spring 
	Not a testing event – Ongoing self-paced completion of skills-based items 


[bookmark: _Toc530044244]EADM EQ 24 Student Sample Population 
The imprecision of test score measures may arise from two observable sources. The first is sampling variation, which is a striking problem in a small district. With fewer than 400 in the cohort of students across the grade levels 7 and 8, the amount of variation stemming from a sample of students this small could be expected to be large relative to the total amount of variation observed among districts across Florida. The second arises from one-time factors; for example, on the day of the test, a barking dog, a disruptive student, or unfamiliar surroundings. Both small samples and other one-time factors can add considerable volatility to test score measures. Table 3 delineates the characteristic of the sample used in rendering and analysis of EQ24. 
Table 3: Characteristics of Sample by Assessment (De-Identified data based on original sample)
	Student Sample 
	FSA
5/2017
	STAR Math
10/2017
	STAR Math
12/2017 
	iXL Math 
3/2018

	Student Count
	382 students participated in least one (1) assessment

	Gender
· % Female
· % Male
	
49%
51%

	50%
50%

	50%
50%

	55%
45%


	· % Hispanic
· % Not Hispanic 
	51%
49%
	51%
49%
	53%
47%
	57%
43% 

	Ethnicity
· % Black
· % American Indian
· % Pacific Islander
· % Multi
· % Asian
· % White 
	

15%
27%
0%
4%
3%
52%
	

15%
27%
4%
1%
3%
51%
	

14%
29%
3%
1%
2%
52%
	

14%
27%
1%
0%
2%
56%

	Programs
· % IEP
· % Not IEP
· % LEP
· % Not LEP
· % FRL
· % Not FRL
	

4%
96%
1%
99%
50%
50%
	

4%
96%
1%
99%
52%
48%
	

5%
95%
1%
99%
52%
48%
	

3%
97%
0%
100%
53%
47%

	Missing Scores (based on 382 total students)
· % Missing
· % Not Missing 
	


10%
90%
	


18%
82%
	


32%
68%
	


77%
23%


[bookmark: _Toc530044245]Analytics 
This section provides an overview of the analytic strategy used to report if student were “improving.” It describes the adjustments for cross-assessment reporting, analysis, statistical models, findings, and limitations. 
[bookmark: _Toc530044246]Rationale 
The protocols for the cross-assessment reporting problems should be addressed before data analysis is undertaken.   The focus of the visual is to place students into improved, not improved, and stable groups based on an increase or decrease in performance across the assessments. An initial issue is to determine which test result score type to use in the analysis for “improvement.” 
For STAR Math the scale scores are equal interval measures that range from 0 to 1400 and are independent of the grade placement of the student.  Additionally, even though these are interval scales, they are not linear. Therefore, scale scores are not adequate to answer questions like “has this student improved across assessments?” 
The normal curved equivalent was considered.  Normal Curve Equivalent (NCE) is a norm-referenced score that is similar to percentile rank, but is based on an equal interval scale. NCE scores range from 1 to 99.  This means the difference between any two successive scores on the NCE scale has the same meaning throughout the scale. NCEs are useful in making comparisons between different achievement tests and for statistical computations—for example, determining an average score for a group of students. 
Percentile Rank (PR) is a norm-referenced score that provides a measure of a student’s ability compared to other students in the same grade nationally or locally. The percentile rank score, which ranges from 1 to 99, indicates the percentage of other students who obtained scores equal to or lower than the score of a particular student.  A PR of 75 means the student is above 75% of the population at the same grade level and below 25%. A PR of 75 means the same for a student at a grade level of 4 as it does for a student at a grade level of 9. The final decision was to use percentile rank. 
Since the FSA math is a state-wide assessment and the STAR Math is a national assessment, the percentile ranks are calculated. From the individual student assessment raw scores, a grade-level local percentile rank was calculated for each assessment.  Only students with a score were considered for the percentile rank calculation as such the percentile rank calculations were conducted with different total numbers of students within each test. 
[bookmark: _Toc530044247]Analysis Process 
Statistical inferential tests can be quite sensitive to outliers, often because the calculations rely on deviations from the mean. One or two values far from the mean may alter the results considerably.  In addition to a significant number of missing scores, the team identified outliers in the assessment results that were not due to a data entry error and were assumed to not be an instrumentation error.  Since the values are a legitimate cases in the data file and with the sample size, it was expected that a few outliers may occur and may impact results. Therefore, the team conducted the data analysis with and without the outlier(s) and compared the two outcomes. The two results were similar indicating the outlier(s) did not have a great influence in the distribution. 
To investigate the sensitivity of the core analysis results to the handling of missing data, the study team considered three sets of sensitivity analyses:
1) Omitting the missing score from the analysis,
2) Using the group mean as a substitute for the missing score, and 
3) Using the student mean as a substitute for the missing score. 
In the final analysis, the team choose to omit students with missing scores. More than 35% of the students had a missing score the impact on the “improved” calculation was significant across students and assessments.  Students with one more missing scores across assessments are reported as a specific group to avoid confusion or misrepresentation within groupings. 
[bookmark: _Toc530044248]Formulas  
A few statistical models were considered for to address the questions are student improving. The EADM Design Team advised that the statistics should be:
1. Accessible and understandable for non-statisticians,
2. Easily explains to various audiences and end users,
3. Meet the common sense test when viewing the students’ scores, and 
4. Report no more than three to four groups. 

To eliminate the variables not related to the change in scores between tests and include only those with a true relationship, a regression analysis for each student’s assessment scores was run to account for the variable of time between each test.  Additionally, a regression analysis was conducted across all students within a single test.  Similar to the individual student regression models, but with more stability in the estimates since the parameter is being estimated across all students simultaneously. The regression model requires an assumption about the time between administration periods being equal, which they are not. The regression analysis was not chosen since in several instances the resulting groupings did not meet the common sense rule. 
Latent class models can provide a method of classification that is robust. In essence, there is an assumption that students who are improving are more similar to each other than they are to students who are not improving.  These models can also be used with item responses to classify students based on their performance on a single assessment and could create some consistency with the analytics across use cases requiring  classification.  Latent class models require a substantial number of observations to be stable and our sample size was 382, which is not sufficient to support the model. 
The last model tested, and ultimately selected, was a combination of a weighted change in scores, standard deviation, and a decision matrix. The change in percentile rank for each student from within an assessment was calculated as well as a total change in scores. A decision was made the most recent change score should be weighted more than the oldest change score. Therefore, the following weights were applied to the change scores: 
[Test 3 PR– Test 1 PR] + ([Test 2 PR – Test 1 PR] *.8) + ([Test 3 PR – Test 2 PR]*1.2) = Total Change Score 
Each change in score was distributed across a normal distribution, the approximate standard deviation for all four change scores was 13.24.  When grouping the students, the EDT determined that a .5 standard deviation + or – from the total change score would serve as the cut-off point for stable. Therefore, the following student groups were designated: 
· Improved - change score is 6.62 or greater 
· Stable – change score is within the range of  + or - 6.62 
· Not Improved – change score is – 6.61 or less
· Missing – any missing scores 
Given several models with similar explanatory ability, the EDT determined that the simplest would be the best choice. The decision was to start simple, and only make the model more complex as needed.
[bookmark: _Toc530044249]Reporting Limitations 
Since the data modeling and reporting was executed in the real world of school districts, the team was dependent upon whichever tests and test types were actually in use at the pilot district.  While this might not be the ideal option in terms of psychometrics or statistical analysis, it is the reality of schools and educational agencies.  As such the tests use for the cross-assessment analysis had noteworthy differences – types, score types, granularity, etc.  
With regard to alignment to the Florida State standards and the cognitive difficulty of the assessments, the team relied on the information published by FSA, STAR and iXL.  There are ways to evaluate the extent to which a test emphasizes deeper learning, such as the proportion of the total score awarded for items that assess deeper learning, or the amount of time devoted to deeper learning items (RAND, 2014). However, the team did not examine these alternative measures. 
Additionally, the team recognizes but did not statically address confounding variables, nonequivalent comparison groups, and matriculation or changing assignment of participants that may undermine the validity of the improved determinations (Dunn and Mulvenon 2009; Fuchs and Fuchs 1986). 
[bookmark: _Toc530044250]Final Notes
While the STAR Math test provides accurate normed data like traditional norm-referenced tests, it is not intended to be used as a “high-stakes” test.  FSA are high-stakes tests used to document growth, mastery of state standards, end-of-period performance to parents and administrators, and/or determine eligibility for promotion or placement. Neither STAR Math nor iXL are intended for these purposes. Rather, classroom teachers can use STAR Math and iXL scores to adjust instruction throughout the school year. Furthermore, STAR Math and iXL results may help to identify and address the needs of various groups of students. 
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